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For a film with a wavy section (X, < 1) equation (1) becomes L are specified. The integral in equation (14) was estimated 

k = 22”&/3FL + 
s 

’ (&,/(2R)“3)dX 
by determining X, and &, evaluating the wave number from 

(14) equation (5), estimating wave amplitude and b from equa- 
x, 

where I? may be estimated provided that values of F, N and 
tions (6), (10) and (1 1), numerically integrating equation (9) 
for X > X,, and using equation (2) in equation (14). 
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INTRODUCTION 

THERMALLY driven flow instabilities in vapor (gas)-liquid 
flow systems can give rise to major operational problems in 
various equipment and components of importance. Severe 
mechanical vibrations and thermal stresses may result from 
these instabilities. Onset of critical heat flux may also be 
hastened, leading to burnout of the heated section. 

Experimental studies of dynamic instabilities aimed at 
identifying the instability threshold condition in vapor- 
liquid flow systems have been numerous (e.g. refs. [l-6]). 
These studies indicate that the most common dynamic insta- 
bility is a low frequency (0.1-2 Hz, typically) flow oscillation 
of the limit cycle type termed density wave oscillations 
(DWO). Brimley et al. [4] made an interesting observation 
that the onset of instability was frequently not an abrupt 
phenomenon. Rather, the amplitude of flow oscillations (the 
test section inlet flow rate was usually the measured variable) 
increased gradually with increase in heat input. On the other 
hand, experiments such as ref. [5] reported reasonably clear 
boundaries across which the flow oscillation amplitude 
increased sharply. 

Our experimental study of a Refrigerant-l 13 boiling flow 
system was undertaken as one part of a research effort the 
goals of which encompassed both theoretical modeling and 
experiments. The main objective of the experiments was to 
generate our own data base for validating a dynamic insta- 
bility model developed in the course of the theoretical effort. 
One other set of experimental data had been reported earlier 
for a Refrigerant-l 13 system [5]. The main difference between 
our data and those of ref. [5] lies in the geometric con- 
figuration of the test section, this being annular with a rather 
large flow area in our case and tubular in ref. [5]. 

Our other objective was to visually inspect the subcooled 
boiling flow field during the inception of flow instability with 
particular emphasis on the region where significant net vapor 
generation began. The annular test section with a transparent 
outer section (pipe) allowed flow visualization as well as flash 
photography. 

EXPERIMENTAL APPARATUS 

A schematic diagram of the experimental rig is shown in 
Fig. 1. The annular test section was oriented vertically, the 
flow of fluid being upward through it. The outer section of the 
annulus was comprised of two long segments of transparent 
Pyrex glass pipe (38.1 mm i.d., 47.0 mm o.d.). A 304 stainless 
steel tube of 15.9 mm o.d. and 1.2 mm wall thickness con- 

HMT 31:9-N 

stituted the inner section of the annulus. The overall test 
section was 3.66 m long of which heat could be supplied to 
the upper 2.74 m by resistively heating the inner t&e by 
direct current (the maximum power input possible is 37 kW 
at present). 

Two locations are marked on Fig. 1, namely junctions 1 
and 2. These indicate the beginning and the end of our ‘test 
channel’, respectively. The annular test section is one part of 
this test channel, the others being the inlet and exit piping 
and components. The inlet part contains, in addition to the 
piping, a preheater (1 kW maximum input power), a turbine 
flow meter (Flow Technology) and a globe valve which pro- 
vides a variable inlet flow restriction. The preheater was 
not operated in these instability experiments since it was 
important that the entire energy input to the test channel 
fluid be provided in the test section itself. The exit part 
contains a ball valve in addition to the piping. This 

valve provides a variable flow restriction at the test section 
exit. A differential pressure transducer (Tavis) was used to 
measure, sequentially, the pressure drops across (i) the inlet 
piping and components and (ii) the exit ball valve and piping. 

A 316 stainless steel centrifugal pump (Ingersol Rand) 
circulated the fluid through the rig. The pump was capable 
of providing a flow rate of 570 1 min- ’ (approximately 150 
U.S. gpm) at 450 kPa (approximately 65 psi) total dynamic 
head. Typically, more than 95% of the total pump flow 
was diverted through a large bypass line (51 mm nominal 
diameter) installed parallel to the test section. 

The following uncertainties apply to the primary measure- 
ments made in the course of the instability experiments : 

input heating power : f 10 W 
flow rate at test section inlet: f 1 x 10e6 m3 s-’ 
temperature at test section inlet: _+O.l K 
system pressure : + 0.7 kPa. 

A dedicated system (DATA 6000, Analogic-Data Pre- 
cision) equipped with a floppy disk drive and a plotter 
(Hewlett-Packard) was used to acquire, store and analyze 
the time series data obtained from the turbine flow meter- 
monitor. 

EXPERIMENTAL PROCEDURE 

The variables that nominally described an instability test 
were: (i) the mean flow rate through the test section, (ii) 
system pressure and inlet temperature, (iii) inlet and exit flow 
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FIG. I. A schematic diagram of the experimental rig. 

restrictions (in terms of the respective coefficients, K, and 
Kc)? and (iv) the heating power input to the test section. 

Points (i) through (iii) were established at the beginning 
of each instability experiment. Heating power was then 
applied to the test section in small quasistatic steps. Inter- 
mittently. small reductions in the cooling water supply to the 
main heat exchanger were made, this being the most effective 
means of increasing the fluid temperature at the test section 
inlet. The final approach to the instability threshold was via 
very small quasistatic increases in the heat input. The mean. 
r.m.s. and peak-to-peak values of the test section inlet flow 
rate (based on the turbine flow meter measurement) was 
continuously monitored by the data acquisition system. The 
instability threshold was considered to be reached when sus- 
tained oscillation of a recognizable amplitude was detected 
in the inlet flow rate. Upon establishment of sustained flow 
oscillations of recognizable amplitude, time series data of the 
inlet Row rate was recorded (typically, 2560 sample points 

t The flow restriction coefficient is defined as (Appllpu’). 
where u is the bulk velocity. 

with a sampling interval of 100 ms). The auto power spectra1 
density function of this data was constructed to obtain the 
instability frequencies. 

Some difficulty was encountered in many of our experi- 
ments in clearly establishing the instability threshold con- 
dition by the criterion that the flow oscillation amplitude 
would increase from a very small value to a significantly large 
value across this boundary. Instead, both the peak-to-peak 
variation of the flow rate and its r.m.s value exhibited 
gradual, and often ramp-like, increases in response to 
increases in the heat input when the system was close to the 
instability threshold. This is similar to the observation of 
Brimley et al. [4] mentioned earlier. In our experiments. this 
may have been caused by the large flow area of the test 
section and the correspondingly large fluid inertia. 

RESULTS 

Table 1 shows the instability threshold results for the 
experiments conducted at a system pressure of 269.7 kPa. 
Results for the experiments at a system pressure of 325.0 kPa 
are presented in Table 2. For each experiment, the mean 
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test section flow rate, inlet liquid temperature, input heating 
power and the flow instability frequencies (in decreasing 
order of their energy content) are reported corresponding to 
the condition just beyond the instability threshold. 

A mismatch, small, but found to be important to the 
dynamic instability model, was detected between our visually 
observed NVG location and the one predicted by the Saha- 
Zuber criterion [5] in almost all our experiments. A small 
modification was therefore incorporated in the criterion. This 
is briefly discussed in the Appendix. 

COMPARISON WITH THEORETICAL MODEL 
PREDICTIONS 

The governing and constitutive equations of the theo- 
retical model as well as the steady state and linear stability 
solution methodologies have already been presented else- 
where [7]. Therefore, they have been omitted from this note 
with the exception of the net vapor generation criterion 
which is briefly discussed in the Appendix. 

Tables 1 and 2 also show comparisons of the model pre- 
dictions of the instability threshold with the experimental 
data. The mode1 calculations are based on a 26cell rep- 
resentation of the test channel, the results having been found 
invariant for a number of cells larger than 26. 

Agreement ois-d-vis the threshold input heating power is 
quite good. On the other hand, the model usually predicts a 
single oscillatory instability frequency whereas the experi- 
ments yielded multiple frequencies with one being 
dominant.? In some cases two instability frequencies are 
predicted by the mode1 (e.g. Experiments 13A, 14A, 20A and 
22A). 

DISCUSSION 

As evident from the experimental conditions given in Tables 
I and 2 all of our experiments were run at rather high sub- 
cooling at the test section inlet. This is a limitation which 
was brought about by an insufficient provision for axial 
thermal expansion of the test section heater tube during 
conditions at which high inlet liquid temperature and high 
input heating power coexisted. Given this, only a limited 
experimental study of the parametric effects on the instability 
boundary could be carried out. One such study (e.g. Experi- 
ments 14A and 15A) showed that increasing the inlet flow 
restrictions (K,) has a stabilizing influence which, of course, 
is a well-known effect. Another (e.g. Experiments SE and 
2lA) demonstrated that increasing the system pressure has 
a stabilizing influence on the system. This is also in agreement 
with the findings of other investigators. 

As pointed out earlier, multiple instability frequencies 
were detected in the experiments although a dominant fre- 
quency was always found. We note, however, that the cumu- 
lative amount of energy associated with the non-dominant 
frequencies was not trivial, amounting typically to about 
one-third of the total flow oscillation energy (i.e. the mean 
square value of the oscillation). The linear stability analysis, 
on the other hand, usually predicted a single dominant fre- 
quency although it did predict two frequencies in some cases. 
Two reasons can be offered for this apparent discrepancy. 
One is that certain phenomena (e.g. pump-generated pul- 
sations, perturbations generated by boiling flow through 
valves, mixing and condensation in the flow mixer, etc.) were 
not accounted for by the theoretical model but must have 
caused disturbances in the actual system. The other reason is 
that linear analysis cannot predict the additional oscillation 
modes (harmonics, etc.) which may appear at finite ampli- 
tudes (i.e. in the non-linear region). 

TBy the term ‘dominant frequency’ we mean that the 
amount of energy contained in this oscillatory mode of the 
overall instability is the largest by a significant margin. 
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APPENDIX: THE NET VAPOR GENERATION 
LOCATION 

The net vapor generation (NVG) criterion of Saha et al. 
[S] was modified slightly to reflect our visual observation of 
the subcooled boiling region. Since, in all our experiments, 
the Peclet number (Pe) was large (r IO’), NVG may be 
regarded as hydrodynamically controlled. Therefore, only 
the second part of the two-part criterion 151, which is for 
Pe > 70 000, would apply. The modification suggested in the 
following should then only be considered for such high Peclet 
numbers. 

The need for this modification appears to have been 
brought about by the combined effects of the channel 
geometry (annular) and dimensions resulting in large relative 
spacing between inner and outer walls (RO--R&‘R+. Data 
from three previous annular geometry experimental studies 
[S-IO] had been considered during the development of the 
SahaLZuber criterion. However, the relative spacings 
between the walls in those annuli (equal to I .083,0.857. and 
0.962, respectively) were not nearly-as large as ours (equal 
to 1.399). 

It is easily shown that the original two-part criterion can 
be consolidated without causing any change in the liquid 
subcooling prediction in either Peclet number range to 



Table Al 

Annular channel 
With heat input With heat input 

at inner wall at outer wall 

Hydraulically 
equivalent 

circular channel 

,, 4w 
4ACL = 2nR, 

I, qw 
qECC = 2x(R, - Ri) 

where 

x= 1-exp(-0.48x 105/Pe) 

and 
Y= 1-exp(-0.98x10-‘/Pe) 

That this criterion is valid for tubular channels of various sizes 
is borne out to a certain extent by the size range considered 
in the development of the criterion. Let us now replace the 
annular channel by a hydraulically equivalent tubular chan- 
nel of diameter 2(R,-Ri). Keeping the heat input rate per 
unit channel length, qk, the same, Table Al gives the situ- 
ations ois-d-cis wall heat flux. Therefore 

da K--R, 
q&r R, 

Yt 

and 

We propose that the wall heat flux, qi, which appears in 
equation (Al) be replaced by q&--. Note that if the test 
section is tubular, q& is the actual wall heat flux imposed 
and equation (Al) remains the same. It, however, is modi- 
fied in the case of annular geometry 

hf. J. ffeot Muss Trensfer. Vol. 31. No. 9. pp. 1952-1954, 1988 0017-9310188 %3.00+0.00 
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I, 

(AT 1 
LLECC 

Sub NVo = [(455k,/D,)X+ (O.O065GC,) Y] 
n 

%vAC, 
= yj[(455k,,/D,)X+(0.0065GC,) Y] (A2) 
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wherej = i or o. 
Note that y, > 1 causes the predicted NVG location to 

move downstream in the channel (with respect to the location 
where heating begins) provided NVG does not occur at the 
beginning of the heating in both cases. On the other hand, 
y, < 1 causes the predicted NVG location to move upstream. 

The preceding modification suggested for high Peclet num- 
ber (x 10’ or higher) flows is tentative since its verification 
is rather limited. However, it appears to be reasonable to 
propose that y,(j = i or o) be adopted as the upper or lower 
(as appropriate) limit of a correction parameter Bj such that 

1 < Bi <Y, (ifyi > 1) 

y, < 8, < 1 (ify, < 1) 

and 

1 >pO>yO. 

The optimum value of 8, (within the above ranges) for a 
particular annular channel should be decided upon by flow 
visualization when feasible. When this is not possible, 
indirect optimization via comparison of modal-calculated 
axial vapor fraction profiles with corresponding exper- 
imental data could be used. For our test section, we estimated 
the following value of /I, to be suitable on the basis of flow 
visualization : 

/I, = 1.25kO.05. 

In the calculational result of Tables 1 and 2, p, = 1.25 has 
been used. 
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INTRODUCTION 

A VERY simple method for studying transient diffusive 
phenomena in multilayer media was proposed by Gosse [l]. 
This approach is extended to periodic external conditions 
by using developments on an orthogonal complete base of 
rectangular functions called ‘Walsh functions’. We take 
advantage of this note to emphasize the interest of the prob- 
lem both for practical applications and for the methods used. 
The study of the transport phenomena in the micro- 
circulation is then pointed out as a particular example of 
the possible transfer of methods by means of analogies. 

The main features of the transient diffusive phenomena in 
heterogeneous media are both dependent on the nature of the 
constitutive materials and on their geometrical repartition. 
Thus, two classes of media can be taken into consideration : 
(a) composite materials which are constituted of a solid 
dispersed phase of regular or irregular shape elements ; (b) 
media made up of successive ajoining layers of different 
materials. 

Owing to the possible applications, the study of the 
diffusion in multilayer media occurs in situations where the 
system is submitted (at least on one external face) to periodic 

limiting conditions: as an example, in the field of thermal 
study, we use here as a point of reference, the alternate watch 
and fire temperature or the day-night succession (thermal 
analysis of stratified soils, thermal energy storage, isolating 
walls, etc.). 

According to the preceding statement, the problem gives 
the opportunity to develop methods of resolution allowing, 
by means of analogies, to start on any other question defined 
in a similar way. From this point of view, the development 
of models for the study of transport phenomena in the 
microcirculation is mentioned here [2]. In the microvascular 
bed, blood flow is mainly controlled by viscous forces. Thus, 
it can be shown [3] that the intravascular pressure is a solution 
of a diffusion equation with a diffusivity as a function of the 
blood viscosity and characteristic parameters of the vessel : 
dimensions and Young’s modulus. The observation in situ 
of microcirculatory networks (double tree vascularization of 
vessels with decreasing and increasing diameters) leads to 
postulate [3] a representation consisting of a number of levels 
connected in series, each level being characterized by con- 
stant and uniform parameters (same geometric parameters, 
viscosity and Young’s modulus). Moreover, the equation for 
the blood flow continuity between two levels [3] is analogous 


